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Abstract. This paper is the team description paper of SKUBA for our
engagement in the World RoboCup 2024 @Home Social Standard Plat-
form League held in Eindhoven, Netherlands. Our team aspires to par-
ticipate in the @Home Standard Platform League using the PEPPER
robot. The PEPPER robot is renowned for its potent human interaction
capabilities and accessible software conducive to developmental learn-
ing. The utilization of the PEPPER robot is envisaged to facilitate the
augmentation of the team’s skills, aligning with the principal research
objectives.

1 Introduction

Since 2008, the SKUBA team has actively participated in the RoboCup compe-
tition, initially engaging in the SSL competition and achieving a notable third-
place finish in our debut year (2008). Subsequently, from 2009 to 2012, we se-
cured first place four consecutive times. In 2012, the team shifted our focus to the
RoboCup@Home league, culminating in a victory at the 2019 RoboCup@Home
Education Competition in Sydney, Australia. We got a fourth-place position in
the RoboCup@Home Open Platform League during RoboCup 2022 in Bangkok.
In the RoboCup@Home Social Standard Platform 2023 in Bordeaux, our team
marked our debut in this league. Comprising undergraduate and graduate stu-
dents from Kasetsart University’s Faculty of Engineering in Thailand, our team
is guided by experienced faculty members. It remains dedicated to offering prac-
tical solutions in the field of service robots. Looking ahead, we are enthusiastic
about our involvement in the World RoboCup2024@Home Social Standard Plat-
form. The overall software is shown in Figure 1.
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Fig. 1. Software Pipeline

2 Robot Vision

2.1 Object Detection and Recognition

In the previous year, our real-time object detection system utilized YOLOv4-
tiny. However, for the current year, we have transitioned to YOLOv7-tiny for
object detection and recognition, as shown in Figure 2, developed by Wang,
C.Y., Bochkovskiy, A., and Liao, H.Y.M.[10] This newer version optimizes net-
work performance through the implementation of trainable bag-of-freebies meth-
ods, effectively reducing parameters and conserving computational resources. We
integrate YOLOvT with the synthetic dataset[4] generator that can generate im-
ages with various backgrounds to reduce the time to take a picture and increase
the accuracy of the object detection system. The example of output from our
synthetic dataset generator is shown in Figure 3.

Fig. 2. Object Detection Fig. 3. Synthetic data
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2.2 Pose estimation

OpenPose, an efficient real-time 2D multi-person keypoint detection system, is
tailored for streamlined processing on resource-constrained environments, includ-
ing CPUs[1]. The human action recognition system integrates OpenPose with an
LSTM (Long Short-Term Memory) model. The training procedure involves the
utilization of keypoints and images to construct a dataset incorporating actions
detected by OpenPose. Subsequently, this dataset is employed to train the LSTM
model, culminating in the development of a fall detection mode.

2.3 Hand gesture recognition

Our hand gesture recognition system is achieved through the integration of
MediaPipe[6] and TensorFlow. By leveraging MediaPipe, we extract key land-
marks (keypoints) from the hand. These keypoints are then fed into our Ten-
sorFlow neural network, which has been specifically designed for the purpose of
hand gesture recognition. Our innovative approach combines the robust hand-
tracking capabilities of MediaPipe with the computational power and flexibility
of TensorFlow. This contributes to the development of an effective and adapt-
able hand gesture recognition model that is capable of recognizing a wide range
of hand gestures. The result from out system as in Figure 4.
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Fig. 4. Hand gesture recognition
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